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A B S T R A C T

Following the miniaturisation of fluidic components, the demand for traceable measurements of micro and
nanoflows is increasing in various technological fields such as pharmaceuticals, biotechnology and automotive
industry. Gravimetric flow measurement methods are accurate at microflows and above, but have a lower
limit of about 5 nLmin−1. Several alternative approaches have been developed to circumvent this limit. Here
a measurement setup and proof of principle is presented for a method measuring the gas flows generated by
complete evaporation of liquid ethanol nanoflows. The gas flow measurement is based on the well-established
method of determining the pressure drop across a geometrically precisely defined circular opening in the
molecular flow regime. Liquid flow rates from a syringe pump in the range of 5 nLmin−1 to 200 nLmin−1 are
measured with an expanded uncertainty as low as 340 pLmin−1 at instantaneous flow rates. Strategies to further
improve accuracy are discussed.
. Introduction

With the research and widespread use of nanotechnology, the need
or measurement of low flow rates, in the order of microlitres per
inute and even nanolitres per minute, is increasing. It turns out that

he need for traceable microflow measurements is known to be signifi-
ant on the part of industry and laboratories working in the areas such
s biomedicine, bioengineering, medical engineering and pharmaceuti-
al development and manufacturing (‘‘life science’’) [1], biotechnology
2], vacuum measurement technology [3] and the automotive industry
4]. Therefore, suitable calibration methods and primary standards are
eeded for the measurement of micro- and nanoflows.

The so-called dynamic weighing method is widely used for measur-
ng microflow. The volume flow delivered from a flow generator or
evice Under Test (DUT) is traceable by means of a mass, time and
ensity measurement. The lower the flow rates, the greater the effect of
nvironmental conditions on the measurements as gravimetric methods
re often open systems. With a lot of effort, relatively low expanded
easurement uncertainties U(𝑘 = 2) of, for example, about 2% can

e achieved down to a flow rate of 20 nLmin−1 [5,6]. The limit of the
ravimetric method is probably about 5 nLmin−1 with a significantly
igher expanded measurement uncertainty U(𝑘 = 2).

The positive displacement method in microflow is mainly divided
nto two methods, the piston prover method [7] and the interferometer
ethod [8]. The use of the piston prover is based on the principle

f measuring the time interval required to displace a known volume
f liquid at measured temperature and pressure. The cross-section

∗ Corresponding author.
E-mail address: gustav.jonsson@ri.se (G. Jönsson).

of the prover is usually known, and the piston moves at a certain
speed, depending on the set volume flow rate, often with the aid of
a stepper motor. The interferometer method is very similar to the
piston prover method. Here the plunger movement of a syringe (which
approximately describes a piston prover) is measured with the help of
an interferometer. In contrast to the piston prover method, the plunger
is actively moved by the syringe pump and the change in length per unit
of time is passively determined by the interferometer. It is generally
assumed that the syringe has a constant cross-section. Both methods can
only be used to a certain extent for very low flows and the expanded
measurement uncertainties U(𝑘 = 2) are comparable to that of the
gravimetric method [7–9], i.e. in the order of about 2% at a flow
rate of 20 nLmin−1. A disadvantage of the two positive displacement
methods is that both techniques generate flow and are therefore usually
unsuitable for testing other flow generators such as pumps.

Optical methods include meniscus tracking or front tracking, pen-
dant drop method and micro-Particle Image Velocimetry (μPIV) and
micro-Particle Tracking Velocimetry (μPTV) respectively. Interface
tracking or front tracking measures the movement of a liquid/air or
liquid/liquid interface as a function of time in a glass capillary tube of
known diameter. The images of the moving meniscus are taken with a
high-speed camera. The displacement of the interface is measured by
image processing and the flow velocity is derived from the frame rate
of the camera. The expanded measurement uncertainty U(𝑘 = 2) of this
method is about 5% at a flow rate of 50 nLmin−1 respectively 10% at
20 nLmin−1 [10]. The pendant drop method measures the increase in
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volume of a droplet over time. Here, images of a droplet hanging on
a needle, or a free-flying droplet are taken at regular intervals using a
high-resolution camera. The droplet, which in the best case has a tear
or pendant shape, is divided into rotationally symmetrical slices with a
height of one pixel via image processing, from which the volume is then
calculated. The expanded measurement uncertainty U(𝑘 = 2) for flow
measurement (several droplets per time unit) of this method is about
10% at a flow rate of 100 nLmin−1 [9,11]. The measuring principle
of μPIV and μPTV is based on the tracking of suspended particles as
representatives of small local fluid volumes and the determination of
their velocity, from images taken with a known time interval, using
known imaging scales. From the velocity information, the volume
flow can be determined over the known pipe or duct cross-section.
In microflow channels with a rectangular cross-section are preferred
because the optical accessibility is more straightforward. While in μPIV
the movement of the small local liquid volumes is determined by the
displacement of particle patterns in the evaluation windows, in μPTV
individual particles are tracked in successive images. For both methods,
the expanded uncertainty U(𝑘 = 2) is about 5% at a flow rate of
50 nLmin−1 [9,12].

All the methods presented above have in common that they can
either no longer be used at ultra-low flow rates (i.e. 20 nLmin−1 and
below) or, if applicable, have considerable measurement uncertainties.

Gas flows in vacuum can be determined down to 1 × 10−14 mol s−1

with an uncertainty of 5 × 10−16 mol s−1, which is several orders of
magnitudes lower then what is achievable in the liquid phase. A flow
of liquid water in room temperature at 5 nLmin−1 corresponds to about
4.6174 × 10−9 mol s−1. At the same time several liquids including water
and ethanol, have vapour pressures at room temperature, far exceeding
the measurement pressures in vacuum making gas flow measurements
physically possible at normal ambient conditions. In this work, a setup
is presented to measure the molar gas flow mainly in molecular and low
Knudsen flow regions by measuring pressure gradients over geometri-
cally calibrated flow-restricting orifices. The gas flow is generated by
evaporation of a liquid nanoflow, thereby allowing assessment of the
volumetric liquid flow by knowledge of the molar density of the liquid.
Ethanol was chosen as the test liquid due to its favourable properties in
terms of surface tension, viscosity, evaporation rate and freezing point.

2. Materials and methods

2.1. Experimental setup

The measurement setup is a combination of a fluidic microflow
setup, a gas flow vacuum setup and electrical components. All compo-
nents of the measurement setup can be found in Table 1. More detailed
information on the components listed in the following can be found in
the table under the corresponding number.

The gas flow measurement system has two measurement channels
and a bypass channel consisting of vacuum tubing 10⃝ connected to a
base pressure volume, Fig. 1. The base pressure volume comprises a
6-way cube ConFlat (CF) DN63 14⃝, which is pumped with a turbo-
molecular pump (Leybold Turbovac 90i) 15⃝ in connection with a dry
fore vacuum pump (Kashiyama NeoDry 15E) 16⃝, Figs. 2 and 3.

The base pressure in the 6-way cube (vacuum chamber) is measured
using a 1.33 Pa capacitance diaphragm gauge (Inficon CDG045Dhs) 11⃝
which is located opposite the turbomolecular pump. Both DN 16 mea-
suring channels connected to the vacuum chamber include two orifices
(custom made, MDC) of different sizes. The orifices have a nominal di-
ameter of 0.5mm 13⃝ and 5mm 12⃝ respectively and a thickness of 0.2mm
each. A detailed idealised sketch of the cross-section of the flow channel
including the placement of the orifice plate is shown in Fig. 1. As can
be seen from the figure, the DN 16 pipe is flush with the DN 63 flange,
which in turn has a hole with the same inner diameter as the DN 16
pipe. The orifices are welded flush with the inner plate surface of their
respective DN 63 flange. This design results in low pressure gradients in
2

E

the downstream high vacuum part of the assembly. The cross-section of
the two orifice has to be determined. In this case, the orifice diameters
were measured at the National Laboratory for Length and Dimensional
Metrology at RISE. Furthermore, all pressure transmitters used were
calibrated at the National Laboratory for Pressure and Vacuum at RISE.

The two measuring channels each are equipped with a 1.33 Pa ca-
acitance diaphragm gauge (Inficon CDG045Dhs), which is connected
irectly to the respective port on the base pressure volume via a CF
N16 tee. In both measuring channels the distance from the orifice to

he centre of the gauge port is 36mm. The bypass line was connected
o the third side-port of the cube and the fourth side-port was blinded.
n the inlet side, the two measuring channels, the bypass line and

he inflow are connected via a four-way cross. All lines are provided
ith separate vacuum shut-off valves 9⃝. The shut-off valve on the

nlet side is connected to a 6mm tubing, which in turn is connected to
micro-metering flow control valve (IDEX P-445). This control valve

egulates the evaporation rate of the liquid so that equilibrium can be
aintained. The high-pressure side of the control valve keeps the liquid

t positive gauge pressure. Before commissioning, the vacuum system
as checked for leaks using a helium leak detector (Pfeiffer Adixen,
SM 340).

The liquid flow rate is generated using a high-precision syringe
ump (Cetoni neMESYS Base 120 controller 1⃝ and neMESYS Low
ressure module 290N 2⃝) and a calibrated 1mL glass syringe 5⃝.
he syringe is connected to an external pressure sensors (Cetoni) with
lat ceramic membrane and a nominal pressure rating of 500 kPa 4⃝.
he pressure sensor is directly connected to the Cetoni syringe pump
y means of a Cetoni I/O port splitter 3⃝ and is used to measure
he pressure upstream the micro-metering flow control valve 7⃝. Both
ubing, from the syringe to the pressure sensor and from the pressure
ensor to the control valve, are 1/16’’ outside diameter (OD) 𝑥 0.13mm
nner diameter (ID) flexible PEEK tubing with 1/4’’-28 UNF thread
onnectors 6⃝. The micro-metering flow control valve is connected to
he gas flow system by means of an adapter 8⃝. The syringe pump
tself is connected to the personal computer (PC) via USB. The data
cquisition of the flow rate (dosed volume) and the pressure is carried
ut using the pump software (Qmix Elements) supplied by Cetoni. Since
he pressure sensors is connected directly to the pump with the help of
he Cetoni I/O port splitter, both values (flow rate and pressure) are
ogged in the same log file. The measurement data can later be exported
s a single CSV file (including absolute time stamps, dosed volume and
ressure values) for further evaluation.

For the readout of the three capacitance diaphragm (pressure)
auges of the vacuum system (base pressure and both measuring chan-
els), a dedicated programme is available in LabVIEW. The power for
he three pressure transmitters is provided by a power supply unit (GW
nstek GPD-2303S) 17⃝ and the sensors are read out via voltage signal
0V to 10V) with help of a data acquisition unit (Fluke 2638 A) 18⃝
onsisting of a digital multimeter (DMM) and a plug-in multiplexer card
hat switches and measures the channels one after the other for one
econd each. The result is that each channel is read out approximately
very 5 s. The data acquisition is connected to the PC via USB. The
ressure difference over the respective orifice can be determined from
he measured base pressure and the pressure measured upstream of the
rifice in the respective selected measuring channel. The temperature of
he test fluid in the liquid and gas phase is indirectly measured with the
elp of type K thermocouples which are attached at different spots in
he measuring set-up: (1) at the outlet of the syringe; (2) at the (liquid)
ressure sensor; and (3) at inlet of the vacuum system. The measur-
ng conditions in the laboratory (air pressure, room temperature and
ir humidity) are measured separately and logged using an in-house

XOscada system.
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Table 1
Overview of the components in the measurement setup.
No. Part type Manufacturer Model Description

1⃝ Syringe pump Cetoni neMESYS Base 120 120W neMESYS controller,
controller connect up to: 8 lp, 5 mp, 2 hp units

2⃝ Syringe pump Cetoni neMESYS Low Pressure Min. flow rate 0.006 nLmin−1

actuator module 290N (10 μL syringe, max pressure 12.1MPa),
Max. flow rate 152.61mLmin−1

(50 mL syringe, max pressure 340 kPa)

3⃝ I/O splitter Cetoni neMESYS I/O interface Interface for connecting more
than 1 external CETONI accessory

4⃝ Pressure sensor Cetoni External pressure sensor Sensor with flat ceramic membrane,
metal-free (PPS or PEEK housing),
ceramic sensor with pressure rating of 500 kPa

5⃝ Syringe SETonic SET-3010236 SETonic high-precision glass syringe 1.0mL
PTFE PEEK tubing connector 1/4’’-28 UNF

6⃝ Tubing for Premium grade tubing, striped colour-coded (red),
liquid phase PEEK, 1/16’’ OD x 0.13mm ID

7⃝ Micro metering IDEX P-445 Micro-Metering Valve made in
control valve PEEK with 1/4’’-28 UNF fittings

8⃝ Adapter From 1/4’’-28 UNF to CF DN16, all stainless steel,
comprising of a custom made threaded fitting,
generic 6mm tube and assorted
metal sealed fittings from Swagelok

9⃝ Vacuum Generic CF DN16 angular and in-line valves
shut off valves

10⃝ Vacuum tubings Generic stainless steel CF DN16 corrugated hoses,
and connectors 90° angles and tees

11⃝ Vacuum gauges Inficon CDG045Dhs 0.01 Torr absolute pressure
capacitance diaphragm gauges,
0VDC to 10VDC proportional output, 3 units

12⃝ Orifice, vacuum MDC Custom made 5mm diameter, 0.2mm thick, stainless steel,
flush mounted on CF DN63 flange inner surface

13⃝ Orifice, vacuum MDC Custom made 0.5mm diameter, 0.2mm thick, stainless steel,
flush mounted on CF DN63 flange inner surface

14⃝ Vacuum chamber Generic stainless steel CF DN63 6-way cube,
including generic flanges for unusual ports

15⃝ Turbo molecular Leybold Turbovac 90i High-vacuum pump
vacuum pump

16⃝ Dry roots Kashiyama NeoDry 15E Providing ’backing vacuum’ for
vacuum pump the turbo molecular pump

17⃝ Power supply GW Instek GPD-2303S For powering vacuum gauges

18⃝ Multiplexing DMM Fluke 2638A For reading vacuum gauges,
(0VDC to 10VDC)
t

u
[
f

2.2. Derivation of the measurement model

The type of vacuum gas flow (laminar flow or viscous flow, transi-
tional flow or Knudsen flow and molecular flow) is determined by the
value of the dimensionless Knudsen number 𝐾𝑛 = 𝜆∕𝑑, where 𝜆 is the
mean free path length and 𝑑 the characteristic dimension, such as the
diameter of a pipe [13].

At low vacuum (laminar or viscous flow, 𝐾𝑛 < 0.01) the mean
free path is small compared to the characteristic dimension and inter-
molecular collisions are much more frequent than wall collisions, this
is referred to as continuum flow. At medium vacuum (Knudsen flow,
0.01 < 𝐾𝑛 < 0.5) the flow is characterised by both wall collisions and
intermolecular collisions. This flow region is called transitional flow or
Knudsen flow. At high-vacuum and ultrahigh-vacuum (molecular flow,
𝐾𝑛 > 0.5) only a few molecules are present and therefore the mean
free path is of the same order of magnitude as or greater than the
characteristic dimension. The dynamics are determined by collisions
with the walls and not by intermolecular collisions. In this domain, the
3

f

continuum assumption of fluid mechanics is no longer a valid approach
and statistical methods are used instead.

A. Molecular gas flow
Assuming molecular gas flow at a constant temperature and pres-

sure, the quantity per unit of time 𝑞𝑝𝑉 ,𝑔 (throughput in pressure–volume
units) can be calculated using the ideal gas equation as a function of
pressure 𝑝 and volume 𝑉 per unit of time 𝑡 (volume flow) or with
the help of the molar mass 𝑀 , universal gas constant 𝑅, absolute
emperature 𝑇 and mass 𝑚 per unit of time 𝑡 (mass flow), whereby the

term mass 𝑚 divided by molar mass 𝑀 can be expressed as the amount
of substance 𝑛 and 𝑛 per unit of time 𝑡 as the molecular gas flow 𝑑𝑛𝑔

𝑑𝑡 :

𝑞𝑝𝑉 ,𝑔 = 𝑝 ⋅ d𝑉
d𝑡

= 𝑅 ⋅ 𝑇
𝑀

⋅
d𝑚
d𝑡

= 𝑅 ⋅𝑇 ⋅
d𝑛𝑔
d𝑡

= 𝐶total ⋅𝛥𝑝 = 𝐶total ⋅ (𝑝2−𝑝1) (1)

The concept of the conductance 𝐶 is a well-known approach in vac-
um technology and a crucial factor in the design of a vacuum system
13]. In vacuum systems, flow resistance 𝑊 arises from the external
riction between gas molecules and the wall surface and the internal
riction between the gas molecules themselves. This flow resistance
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Fig. 1. Left: Piping and instrumentation diagram (P&ID) of the vacuum measurement system. The measuring channels (channel 1, A or channel 2, B) can be selected via the
shut-off valves. The pressure in the vacuum chamber and in each of the two measuring channels is measured with a capacitive diaphragm pressure gauge, Right: Schematic of the
cross-section of the flow channel including the placement of the orifice plate.
Fig. 2. Schematic representation of the measurement setup.
appears as pressure difference 𝛥𝑝 = 𝑝2−𝑝1 and 𝑝𝑉 throughput 𝑞𝑝𝑉 ,𝑔 . The
conductance 𝐶 in vacuum applications is the characteristic of a vacuum
component or system to allow the flow of gas and can be considered
as the reciprocal of the flow resistance 𝑊 . The reciprocal of the total
4

conductance 𝐶total can be calculated as the sum of all components
connected in series:

1 = 1 + 1 +⋯ + 1 (2)

𝐶total 𝐶1 𝐶2 𝐶n
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Fig. 3. Photo of the measurement setup.
In detail, two aspects determine the conductance of a component
during molecular flow, the rate at which the molecules enter the
respective component and the probability that the molecules are passed
through the system. The rate depends on the entrance area of the
component (aperture conductance 𝐶𝐴). The probability 𝑃 is determined
by the reflections from the walls that result in the molecule eventually
being allowed to pass through the channel or being reflected back to the
initial entrance. The conductance of a component 𝐶 is the conductance
of its aperture 𝐶𝐴 times a transmission probability 𝑃 , whereby the
aperture conductance can be expressed with the help of the mean
thermal velocity 𝑐:

𝐶 = 𝐶𝐴 ⋅ 𝑃 = 𝐴 ⋅
𝑐
4
⋅ 𝑃 (3)

The system described above consists of two components depending
on the selected measuring channel, the selected orifice 𝐶1,𝑎 or 𝐶1,𝑏 and
a short pipe 𝐶2 from the upstream pressure sensor of the respective
orifice to the orifice itself.

The molecular flow conductance 𝐶𝐴 can be calculated in both cases
𝐶orifice and 𝐶pipe according to the following equation, whereby 𝑚0 is
the average mass of an atom of the respective gas, 𝑘𝐵 the Boltzmann
constant and 𝑁𝐴 the Avogadro constant:

𝐶𝐴 = 𝐴 ⋅
𝑐
4

with: 𝑐 =

√

8 ⋅ 𝑘𝐵 ⋅ 𝑇
𝜋 ⋅ 𝑚0

; 𝑚0 =
𝑀
𝑁𝐴

; 𝑘𝐵 = 𝑅
𝑁𝐴

(4)

Depending on which measuring channel is selected, different con-
ductance values for the first component 𝐶1,𝑎 and 𝐶1,𝑏 result for the two
different nominal orifice diameters 𝑑1,𝑎 = 5mm and 𝑑1,𝑏 = 0.5mm:

𝐶1,𝑎 = 𝐶orifice,𝑎 ⋅ 𝑃orifice =
𝜋𝑑21,𝑎
4

⋅
𝑐
4
⋅ 𝑃orifice

𝐶1,𝑏 = 𝐶orifice,𝑏 ⋅ 𝑃orifice =
𝜋𝑑21,𝑏
4

⋅
𝑐
4
⋅ 𝑃orifice

(5)

The mean transmission probability 𝑃 of gas molecules can be cal-
culated for arbitrary geometries by means of Monte-Carlo simulations.
5

The first component, the two orifices, are each only 0.2mm thick. For
a pipe of length zero, as in a very good approximation for the orifices,
the transmission probability 𝑃 is equal to 𝑃orifice = 1.

The conductance of the second component, the short pipe section
𝐶2, with an inner diameter 𝑑2 = 16mm and a length 𝑙 = 57mm
can be calculated in a reasonable approximation. There are equations
and estimates depending on the 𝑙∕𝑑 ratio for long pipes, short pipes
and medium-sized pipes. The issue with all these estimates is that
the assumptions are based on an inlet flow (inflow with an angular
distribution) evolving into a more directional tube flow (axial flow)
[14].

This assumption cannot be applied to the present case, as the inlet
flow in the second component is already directed due to the geometry
of the measurement setup (pipe section with the same diameter directly
in front of the second component) and thus the angular distribution of
the inlet flow as one of the largest influence factors on the conductance
is omitted. For this reason, Monte-Carlo simulations were used to
determine the conductance 𝐶2.

The entire measurement setup was simulated in the freeware pro-
gram Molflow+ 14.4 provided by CERN [15], and the value sought for
𝐶2 was determined. Molflow+ is based on simulating stochastic particle
trajectories from non-interacting particles (molecular flow regime). The
simulation setup is presented in Fig. 4. Pressure values are represented
in a colour scale based on number count of particle passes through non-
interacting surfaces. The 3d simulation represents the inner geometry
of the vacuum chamber. As expected, the conductance obtained was
much lower than the estimates for medium sized and short pipes.

Depending on the selected measurement channel, the total conduc-
tance 𝐶total can finally be calculated according to Eq. (2):

𝐶total =
𝐶1,𝑎 ⋅ 𝐶2

𝐶1,𝑎 + 𝐶2
=

𝐶1,𝑎
𝐶1,𝑎
𝐶2

+ 1
and 𝐶total =

𝐶1,𝑏 ⋅ 𝐶2

𝐶1,𝑏 + 𝐶2
=

𝐶1,𝑏
𝐶1,𝑏
𝐶2

+ 1
(6)

For measurement channel A (large diameter, high flow rates) the
conductance of the orifice plate is in the same order of magnitude
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Fig. 4. Screenshot of the simulation in Molflow+. The colours represent the pressure
in logarithmic scale. On the left, a surface with an outgassing of 0.133 Pa s−1, which
corresponds to a liquid flow of about 100 nLmin−1 was placed. On the bottom right, a
surface with a pumping capacity of 56 Lmin−1 was placed. The diameter of the tube
and the orifice were set to 16mm and 5mm respectively. The molecular mass of the gas
was set to 46 gmol−1. The purpose of this simulation was to investigate the pressure
gradient in the CF DN16 pipe at high flow rates.

compared to the conductance of the pipe. However, for measuring
channel B (small diameter, low flow rates) it is by no means in the same
order of magnitude (𝐶2 ≫ 𝐶1,𝑏). As can be seen from Eq. (6), the total
conductance 𝐶total in this case is 𝐶total ≈ 𝐶1,𝑏. With known temperature
and measured pressure difference 𝛥𝑝 = 𝑝2−𝑝1, the molar (gas) flow 𝑑𝑛𝑔

𝑑𝑡
can be determined from Eq. (1):
d𝑛𝑔
d𝑡

=
𝐶total ⋅ (𝑝2 − 𝑝1)

𝑅 ⋅ 𝑇
(7)

B. Molecular liquid flow
The molar (liquid) flow 𝑑𝑛𝑙

𝑑𝑡 corresponds to one mole of fluid flowing
through a given surface per second. It is used to measure the flow rate
of liquids in the chemical, pharmaceutical and other industries.
d𝑛𝑙
d𝑡

= 𝑀 ⋅
d𝑚
d𝑡

=
𝑞v ⋅ 𝜌𝑙
𝑀

(8)

For a known volume flow 𝑞v and liquid density 𝜌𝑙, the molar
(liquid) flow 𝑑𝑚

𝑑𝑡 of a certain substance can be determined. However,
it should be noted that the density is given for a specific pressure and
temperature.

C. Comparison of the molecular gas and liquid flow
In a closed system, due to the law of conservation of mass, when

vaporising a known substance at a given temperature, the molar gas
flow can be equated with the molar liquid flow 𝑑𝑛𝑔

𝑑𝑡 = 𝑑𝑛𝑙
𝑑𝑡 (Eqs. (7) and

(8)) to compare the volume flow rate 𝑞v set at the syringe pump with
the measured pressure difference of the vacuum system:

𝑞v =
𝑀 ⋅ 𝐶total ⋅ (𝑝2 − 𝑝1)

𝑅 ⋅ 𝑇 ⋅ 𝜌𝑙
(9)

In Table 2, calculated pressure gradients at selected volumetric flow
levels using measurement channel 1 (large diameter orifice) and mea-
surement channel 2 (small diameter orifice) of the vacuum chamber,
which would result from measurements with ethanol at a temperature
of 22 °C.

2.3. Measurement uncertainty budget

Using Eq. (9) the measurement uncertainty components can be
extracted according to the Tables 3 and 4 for the high flow channel
and low flow channel respectively.

Each flow channel has a specific uncertainty budget, which is
detailed in Tables 3 and 4. The components include all parameters
6

Table 2
Substance data and resulting boundary conditions for the two measuring channels
when measuring with ethanol at a temperature of 22 °C.

Ethanol

CAS 64-17-5
𝑀(gmol−1) 46.068 5 mm 0.5 mm

𝑐(m s−1) 368.31 Measurement Measurement
𝜌𝑙(g L−1) 787.71 Channel 1 (A) Channel 2 (B)

𝐶1(m3 s−1) 1.86E−03 1.53E−05
𝐶2(m3 s−1) 8.87E−03 8.87E−03
𝐶total(m3 s−1) 1.54E−03 1.53E−05

𝛥𝑝 (Pa) 𝛥𝑝 (Pa)

𝑞v(nLmin−1) 5 0.0023 0.2292
20 0.0091 0.9167
50 0.0227 2.2917

100 0.0454 4.5834
200 0.0908 9.1667

of the measurement model. All components are of type B according
to GUM [16]. To ensure that the uncertainty budgets cover the entire
measurement range, the uncertainties are divided into an absolute and
a relative part. The only components that have an absolute part are
those derived from pressure measurements. The other components are
strictly expressed in relative uncertainty.

The uncertainties for the apertures are obtained from calibration
and are therefore expected to have standard distributions. Uncertain-
ties for pressure include calibration uncertainty, short-term stability,
drift, uncertainty in voltage measurement and expected uncompensated
pressure gradients in the vacuum chamber. It is expected that the
uncertainties for pressure will also have standard distributions.

The remaining components are assigned appropriate values accord-
ing to the environmental conditions and literature values. For example,
the density values of the liquid has been obtained from the Reference
Fluid Thermodynamic and Transport Properties Database (REFPROP)
[17]. REFPROP assigns an uncertainty for the density at certain pres-
sures and temperatures. However, in the present measurement setup,
there is uncertainty in the temperature and the line pressure varies
within a limited range. Therefore, we use the subsequent range of
plausible density values within the temperature and pressure ranges
as the uncertainty of the density with a rectangular distribution over
the given uncertainty for the data set. Since the temperature and
the density of the liquid are correlated the uncertainty components
were added linearly. The uncertainty of the molecular mass is given
according to the EURACHEM guide [18] for which the calculations
are based on the International Union of Pure and Applied Chemistry
(IUPAC) tables.

For pressure the limiting factor are mainly the Calibration and
Measurement Capabilities (CMCs) of the calibration lab according the
BIPM key comparison database (KCDB) [19]. The sensitivity for rel-
ative uncertainty (with respect to flow rate) in downstream pressure
is reduced because the downstream pressure is considerably lower
than the upstream pressure. The actual scaling factor depends on the
pumping speed of the vacuum pump. Here the scaling factor was set ad
hoc according to the pressure ratio of the upstream and downstream
pressure gauges at maximum flow. As seen in the tables uncertainty
in upstream pressure is the dominating term. The fixed uncertainty
stemming from the fixed uncertainty in pressure may be lowered by
decreasing the aperture size. The relative uncertainty may only be
reduced by corresponding reductions in the relative term in pressure
measurement uncertainty.

The type B uncertainties described above give an expanded uncer-
tainty U(𝑘 = 2) of 340 pLmin−1 at a flow rate of 5 nLmin−1. These
type B uncertainties are valid for each individual sample. Sampling
may be performed at an arbitrary rate and may lead to statistical
distributions of the measured value at constant flow rates. Depending
on the application, appropriate averaging methods with associated
uncertainties may be applied.
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Table 3
Measurement uncertainty budget for channel 2 (B) (small orifice diameter, low flow rates).
Absolute Uncertainty Unit Distr. Sensitivity Sensitivity Uncertainty

u(𝑘 = 1) unit u(𝑘 = 1)

Pressure downstream 0.0010 Pa Std 2.19 × 10−8 Lmin−1 Pa−1 2.19 × 10−11 Lmin−1

Pressure upstream 0.0015 Pa Std 2.19 × 10−8 Lmin−1 Pa−1 3.28 × 10−11 Lmin−1

Combined unc. U(𝑘 = 1) 3.94 × 10−11 Lmin−1

Combined unc. U(𝑘 = 2) 7.89 × 10−11 Lmin−1

Relative Uncertainty Unit Distr. Sensitivity Sensitivity Uncertainty
u(𝑘 = 1) unit u(𝑘 = 1)

Pressure downstream 0.0230 1 Std 0.005 1 0.00012
Pressure upstream 0.0230 1 Std 1 1 0.0230
Orifice (aperture) area 0.0090 1 Std 1 1 0.0090
Molecule mass 0.0050 1 Rect 0.5 1 0.0014
Temperature 0.0100 1 Rect 0.5 1 0.0029
Density of liquid 0.0020 1 Rect 1 1 0.0012

Combined unc. u(𝑘 = 1) 0.026
Combined unc. U(𝑘 = 2) 0.051
Table 4
Measurement uncertainty budget for channel 1 (A) (large orifice diameter, high flow rates).
Absolute Uncertainty Unit Distr. Sensitivity Sensitivity Uncertainty

u(𝑘 = 1) unit u(𝑘 = 1)

Pressure downstream 0.0010 Pa Std 2.67 × 10−6 Lmin−1 Pa−1 2.67 × 10−9 Lmin−1

Pressure upstream 0.0007 Pa Std 2.67 × 10−6 Lmin−1 Pa−1 1.87 × 10−9 Lmin−1

Combined unc. u(𝑘 = 1) 3.3 × 10−9 Lmin−1

Combined unc. U(𝑘 = 2) 6.6 × 10−9 Lmin−1

Relative Uncertainty Unit Distr. Sensitivity Sensitivity Uncertainty
u(𝑘 = 1) unit u(𝑘 = 1)

Pressure downstream 0.0230 1 Std 0.005 1 0.00012
Pressure upstream 0.0230 1 Std 1 1 0.0230
Orifice (aperture) area 0.0006 1 Std 1 1 0.0006
Molecule mass 0.0050 1 Rect 0.5 1 0.0014
Temperature 0.0100 1 Rect 0.5 1 0.0029
Density of liquid 0.0020 1 Rect 1 1 0.0012

Combined unc. u(𝑘 = 1) 0.023
Combined unc. U(𝑘 = 2) 0.047
3. Measurement results and discussion

Fig. 5 demonstrates the establishment of a nanoflow and the ad-
justment of a suitable vale opening. During the whole measurement
cycle the syringe pump is set to provide a flow rate of 5 nLmin−1. The
flow rate recorded by the syringe pump is not shown in the figure.
During the first 16min the valve opening is too large for an equilibrium
flow to be established at positive gauge pressure in the liquid part
of the system. This is seen by the drop in gauge pressure which is a
result from the outflow, as measured by the gas measurement system,
is larger than the inflow provided by the syringe pump due to a too
high evaporation rate. The pressure–volume relationship has not been
studied in detail but is thought to depend on the compressibility of the
fluid and the tensile modulus of tubing, fittings, etc. The outflow is
measured alternately by the large orifice channel and the small orifice
channel. A Zero-offset is observed for the large orifice channel. This
offset is due to a short term zero-drift of the pressure gauges. This
drift is the dominating term of the absolute measurement uncertainty
presented in Table 4. It is important to note that the flow rate measure-
ment obtained over the large orifice channel has a considerably larger
7

measurement uncertainty than the flow rate obtained over the small
orifice channel and that it covers the discrepancy in this measurement.
During switching between the flow channels their respective response
time may be observed. The high flow channel has a considerably
faster response time which is due to lower pressure and consequently
the amount of substance required in the upstream volume to reach
equilibrium flow thorough the larger orifice.

Around 16min into the measurement the valve was adjusted (tight-
ened) to allow for equilibrium flow to be established at a higher line
pressure. Immediately upon adjustment the measured gas flow rate
dropped and the gauge pressure increased slightly until equilibrium
was established. In this publication the line pressure is included in
connection to all flow measurements to indicate that equilibrium was
prevailing between inflow from pump and outflow. The described setup
for controlling evaporation proved to be extremely challenging. The
high-precision pump delivers a very stable liquid flow with only very
small fluctuations, which depend mainly on the homogeneity of the
internal diameter of the syringe used over its total length. Despite
the stable flow conditions, it was difficult to set the evaporation rate
accurately. This could only be achieved with great effort and with
elaborate fine adjustment of the micro-metering valve at each flow rate.

Figs. 6 to 9 present measurement results of ethanol flow with
−1 −1 −1
rates in the range 5 nLmin to 200 nLmin . The 5 nLmin flow was
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m

m

Fig. 5. Measurement results during the start of the tests for a set flow rate of 5 nLmin−1.
Fig. 6. Measurement results for a set flow rate of 5 nLmin−1.
Fig. 7. Measurement results for a set flow rate of 50 nLmin−1.
easured using the low flow channel, whereas the other flows were
8

easured with the high flow channel. a
At all flow rates the reading from the gas flow system is stabilised
nd as close to equilibrium as practically possible.
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Fig. 8. Measurement results for a set flow rate of 100 nLmin−1.
Fig. 9. Measurement results for a set flow rate of 200 nLmin−1.
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As seen the measured flow rate is stable at all nominal rates and
roportional to the set point of the syringe pump. However, the gas
low measurement all report slightly lower flow rates than the sy-
inge pump. The deviation lies outside the expanded measurement
ncertainty U(𝑘 = 2) for all levels except 50 nLmin−1.

It can be argued that this is a real effect due to leaks in the system.
s the syringe is not gas tight a positive gauge pressure is necessary

o maintain in the liquid section to prevent bubble formation from air
eaked into the syringe. The negative gauge pressure is generated by
he vacuum system.

While the positive gauge pressure prevents air from leaking into the
iquid it also provides a force for liquid to leak out into the ambient air.
uch a leak would constitute a parallel flow unrecorded by the gas flow
ystem. The size of such leak flow would arguably be proportional to
he line gauge pressure. In Figs. 10 to 13 data points from Figs. 6 to 9
re used and the measured flow rates by the gas system are plotted
gainst the liquid line gauge pressures.

For all flow rates there is an apparent correlation between the
easured flow rate and the gauge pressure that supports our hypothesis

f parallel leak flows. Extrapolation using linear regression towards
ero gauge pressure and hypothetically zero parallel leak flow brings
he measured gas flow rate into better agreement with the flow rate
eported by the syringe pump. The observed correlation between dis-
repancies in flow rates and line pressures could hypothetically also be
xplained by deviations in the pump characteristics at higher pressures,
hermal effects from evaporation and pressure induced changes in liq-
id density. Both thermal effects and changes in density are covered by
9

e

he measurement uncertainty budget. The Cetoni pump is designed for
pressure of more than 10MPa, measures the actual piston movement

nd is therefore very unlikely to have such a large deviation with such
mall changes in line pressure.

The gas measurement method captures the actual time-resolved
olecular flow through the respective orifice in the vacuum chamber.

n order for the measured quantity, i.e. the actual gas flow downstream
t the pump speed, matches the liquid flow upstream, a completely
eak-tight system is required to ensure mass conservation between
he pump and the gas flow measurement point. The same applies
o gravimetric measurement methods, where the collected weighed
uantity must correspond to the accumulated flow from the pump.
owever, in the gravimetric case, the medium can flow freely and
ithout constrictions into the collecting vessel (beaker). This minimises

he build-up of a pressure gradient in the pipe and thus also the risk of
eakage and parallel flows caused by such gradients.

The need for a constriction in the gas flow arises from the need to
chieve a balance between flow and evaporation rate. If no constriction
s in place, the evaporation rate is greater than the flow rate, consuming
he medium, c.f. Fig. 5, so that there is no correlation between gas flow
nd liquid flow.

The development of a precise and stable control of the evaporation
ate is necessary to further improve the applicability of this method. Fu-
ure regulation of the flow rate can be done either by geometric means,
.e. reducing the area as done in this work, thermally, i.e. reducing the

vaporation rate, or temporally by periodic dosing.
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Fig. 10. Measured flow data points at 5 nLmin−1 plotted with linear regression against the corresponding gauge pressure.

Fig. 11. Measured flow data points at 50 nLmin−1 plotted with linear regression against the corresponding gauge pressure.

Fig. 12. Measured flow data points at 100 nLmin−1 plotted with linear regression against the corresponding gauge pressure.

Fig. 13. Measured flow data points at 200 nLmin−1 plotted with linear regression against the corresponding gauge pressure.
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From the CMCs of the molar flow rates in the gaseous state [19] it is
evident that the achievable lower limit is several orders of magnitude
lower than those measured here. PTB, for example, measures molar
flows down to 1 × 10−14 mol s−1 (for liquid ethanol this corresponds to
bout 35 fLmin−1 or 0.000 035 nLmin−1) with an uncertainty of 5%. Con-

sequently, the general ability to measure molar flow is not a limiting
factor for this technique. At a flow rate of 5 nLmin−1, the systematic ex-
panded uncertainty U(𝑘 = 2) with 95% coverage probability for the gas
flow rate measurement is 340 pLmin−1. Most of the uncertainty comes
from the pressure gauges and their calibration. A fixed contribution of
79 pLmin−1 is mainly dominated by the short- and long-term stability
of the pressure gauges. The other share (260 pLmin−1) is proportional
o the flow and its dominant contribution also comes from the pressure
auges, especially from the measurement capabilities of the calibration
aboratory. The pressure gauges used are capacitive diaphragm pressure
auges, which measure pressure directly and are insensitive to the
hemical composition of the pressure medium. There are other types of
ndirect pressure sensors that work better at low pressures. On the other
and, it would be necessary to calibrate them with the specific pressure
edium making the method less versatile. In addition to the systematic
ncertainty, a statistical distribution is observed. To reduce the corre-
ponding uncertainty contribution, averaging can be performed. The
umber of samples required to reach an acceptable level of uncertainty
ffects the temporal resolution of the measurement. Here, averaging 24
amples (120 s) results in the standard error being below 240 pLmin−1

not shown in any figure). With the measurement setup used, the
ampling frequency is limited by the multiplex voltmeter. With a higher
ampling frequency, possibly achieved by parallel voltmeters for the
ifferent measuring devices, the integration time could probably be
educed while maintaining or even reducing this standard error.

In the higher flow range down to around 20 nLmin−1, a syringe
ump can still be used as a reference. The high-precision Cetoni sy-
inge pump has a built-in incremental encoder which tracks the actual
raverse position. When using calibrated syringes, the Cetoni syringe
ump can be used as a type of reference piston prover. The achievable
easurement uncertainty U(𝑘 = 2) of the high-precision syringe pump

s in the order of 1% to 2% at a flow rate of 20 nLmin−1. However, this
alue increases considerably as the flow rate decreases [20]. In the flow
ange below 5 nLmin−1, it is therefore to be expected that the advantage
learly lies with the vacuum system.

. Conclusions

The applicability of the concept of molar gas flow measurement
or the measurement of liquid nanoflows has been successfully demon-
trated. Flow liquid flow rates ranging from
nLmin−1 to 200 nLmin−1 have been measured. The systematic un-
ertainties were found to be below 240 pLmin−1 for the lowest flow

rate. Discrepancies between the flow rate determined by the syringe
pump and the gas flow method are most likely due to leaks and a
mass flow that is not in perfect equilibrium. With further technical
improvements, this method will achieve unprecedented accuracy for
nanoflows or even picoflows of liquids with high temporal resolution.
Whereas other methods used for small liquid flows, such as optical
tracking, are very time demanding and rely on accurate values for small
capillary diameters over an extended length, this method only relies
on a single point diameter that is also relatively large, making it more
robust in comparison.

Nomenclature
11

The following abbreviations are used in this manuscript:
CDG Capacitance Diaphragm Gauge
CF ConFlat
CFM Coriolis Flow Meter
CMC Calibration and Measurement Capabilities
CSV Comma-Separated Values
DAQ Data Acquisition
DUT Device Under Test
ID Inner Diameter
I/O Input/Output
NMI National Metrology Institute
OD Outer Diameter
PC Personal Computer
PIV Particle Image Velocimetry
PTV Particle Tracking Velocimetry
P&ID Piping and instrumentation diagram
RISE Research Institutes of Sweden
TMFM Thermal Mass Flow Meter

The following symbols are used in this manuscript:

𝐴 Area (cross-section) [m3]
𝐶 Conductivity (Conductance) [L s−1]
𝑀 Molar mass [gmol−1]
𝑁𝐴 Avogadro constant 6.022 140 76 × 1023 mol−1

𝑃 Mean probability [–]
𝑅 Universal gas constant 8.314 462 618 153 24 JK−1 mol−1

𝑇 Absolute temperature [K]
𝑉 Volume [m3]
𝑐 Mean thermal velocity [ms−1]
𝑑 Diameter [m]
𝑑𝑝 Kinetic diameter (particle) [m]
𝑘𝐵 Boltzmann constant 1.380 649 × 10−23 J K−1

𝜆 Mean free path [m]
𝑚 Mass [g]
𝑚0 Average mass of one atom [g]
𝑛 Amount of substance [mol]
𝑑𝑛𝑔
𝑑𝑡 Molar (gas) flow [mol s−1]
𝑑𝑛𝑙
𝑑𝑡 Molar (liquid) flow [mol s−1]
𝑝 Pressure [Pa]
𝑝1 Upstream pressure [Pa]
𝑝2 Downstream pressure [Pa]
𝑞v Volume flow (liquid) [L s−1]
𝑞𝑝𝑉 ,𝑔 Quantity per unit of time

(gas)
[Pam3 s−1]

𝑞𝑝𝑉 ,𝑙 Quantity per unit of time
(liquid)

[Pam3 s−1]

𝜌 Density (liquid) [g L−1]
𝑡 Time [s]
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