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Fig. 4: Plot showing icing Event II.

D. Event XIII

Event XIII on 2019-02-22 started with a measured ice load
of 0.2kgm~t. At 11.20, the ice load goes down to almost
zero and continues to rise until around 16.30. Fig. 8 shows the
whole event. Fig. 8 also shows a simulated ice load, described
in chapter IV.

IV. DISCUSSION AND ANALYSIS
A. Measuring MVD and LWC

Both the DII and the CDP have their drawbacks. A system-
atic difference in LWC and MVD, similar to the previously
noticed [27], was also observed in this study. When zeros are
removed in the MVD measurement, the mean quote between
the DII MVD and the CDP MVD during one Event VII is
0.91, i.e. the DII MVD is nine per cent lower than the CDP
MVD, despite its larger diameter range. See Fig. 9.

The CDP heating seems to be efficient to prevent icing
from hindering the measurement. However, water on the lenses
can affect the measurement significantly. The DII has a quite
narrow path between the two camera housings that the air

Fig. 5: Plot showing the icing rate calculated using the
Makkonen formula versus the icing intensity measured by
HoloOptics T41 in Event II.

needs to pass through to be measured. A small amount of
ice or snow can hinder the air from passing freely, thereby
changing the droplet concentration and size distribution of the
measured air mass.

The processing speed of the DII depends on the power of
the processing computer and the efficiency of its algorithms.
Ideas to increase the speed have been presented, but not
implemented. Therefore, the sample volume per time unit of
the DII is much slower than the CDP. This can be an issue
when the MVD is large, as the number concentration then
decreases. This could explain the large difference in both LWC
and MVD, e.g. from 2018-11-12 T19:00 to 00:00 (in Event
VII). It also means that the MVD/LWC value measured by
the DII when the droplet concentration is low will be zero as
no droplets are found and measured. The calculated LWC will
also not be correct in these cases.

We believe that obstructions in the optical path were the
most common cause of errors in the presented study. When
ice or snow completely blocked the laser of the CDP or the
gap between the illumination and the camera of the DII, the
instruments probably did not measure correctly. When the
lenses were partly covered, the detection rate was reduced. The
measured particle size may also possibly have been affected.

B. Measuring Ice Load

When icing occurs, the ice will accumulate and result in
an increased load on the exposed structure. The load can
be caused by both atmospheric icing and precipitation. As
previously mentioned, we did not have any instrument to
measure the precipitation. This can explain why the ice load
sometimes increased without measuring atmospheric icing.

From theoretical calculations of the heat balance, there
could be a film of water covering the stick before it eventually
freezes [6]. There would then be a run-off of water from the
stick after a quick collection of water droplets. However, the
weight variation during all events were
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Fig. 6: Plot showing icing Event III.

Very often, supercooled liquid water droplets coexist with
ice crystals in varying concentrations [39].

When estimating the ice load, one has to consider the
erosive part of the process. If we make a very simple heuristic
model of wind erosion and use the HoloOptics sensor as a
measure of the icing intensity, a simulation of ice load can
look like Fig. 4. Without adding the erosion, the ice load would
only increase above the average. This leads to the question if
the empirical adjustments the Langmuir and Blodgett theory
[35], [34], used in the Makkonen formula [7], are correct when
the process is seen in a higher temporal resolution.

There were icing events where the icing rate was slow, but
the ice remained longer, like in Events IX, X, XII, XIII, and
XIV or combinations of slow and quick icing.

Since IceMonitor measures all types of icing, it is somewhat
challenging to make an efficient filter function that works in
all conditions. The HoloOptics sensor possibly operates dif-
ferently in that it activates its heating which actively removes
the ice as soon as it appears. Therefore, it cannot be expected
to detect the slow type of icing that remains longer. This was
confirmed in Events IX, X, XII, XIII, XIV, and XV. In Event

Fig. 7: Plot showing icing Event IV.

XI, there was an indication from the HoloOptics sensor at the
beginning each icing, but no indication in the middle section
when the LWC was higher.

The ice load depends on the intensity of icing as well as
historical data since already accumulated ice will change the
shape of the icing object. The shape and type of accumulated
ice will also affect the amount of ice eroded due to wind,
temperature, etc. Therefore, it is very difficult to predict the
specific ice load.

In December, the instruments became more or less covered
with ice and snow, affecting the counting of particles and the
anemometer primarily.

Variations in the value from the IceMonitor could be caused
by spatial variations in the cloud MVD/LWC in combination
with wind erosion.

For the load cell of the IceMonitor to work, it must be free
to push the load cell down when the ice load increases. There
have been concerns that ice could jam the instrument, so it
measures zero or very low values. Therefore, it is equipped
with heating to prevent the load cell from freezing. There still
may be cases when the heating is not enough, making the
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Fig. 8: Plot showing icing Event XIII.

measured load appear as an inverted transient in the ice load
curve.

C. Predicted vs Measured Ice Load

The ice load estimated and provided by SMHI is based on
predicted values of LWC/MVD and wind speed in the last
10 minutes of every whole hour, used with the Makkonen
formula. By taking the wind speed, MVD, and LWC from
SMHI/AROME NWP as input to the Eq. 1, we get the same
ice rate and load. However, measuring icing at the minute
level using the IceMonitor reveals a more complex and faster
process. The measured LWC also differs significantly from the
predicted LWC.

The SMHI/AROME NWP model differs the most from the
measured ice load in situations with low LWC or high MVD.
Although sublimation and wind erosion is included in the
prediction, it does not seem to predict the ablation completely.

The estimated icing rate is based on the Makkonen formula
and the assumption that all ice is caused by supercooled liquid
water droplets as described in chapter II. This is known as rime
icing [7]. We had no instrument to measure the precipitation

The HoloOptics sensor is generally heated, meaning that the
stick will be dry most of the time. Therefore, we would expect
the result from the measurement with the HoloOptics sensor
to correlate better with the estimated icing intensity according
to the assumptions in chapter II-D, where we set ag = 1.

In harsh conditions, the reflective tape may break, causing
instrument failure.

E. Temporal Resolution and Correlation

The fast changes in the ice load in some parts of the events
could perhaps be interpreted as noise in the measurement,
induced by factors such as varying wind speed. However, due
to the strong correlation between the instruments seen in Event
IT (Fig. 1), we believe that there are cases with a high icing
rate, but when the ice also erodes equally fast. The wind or
water run-off could also cause erosion, which likely happens
only when certain conditions are fulfilled, for example, in
Events I, II, and III and at the beginning of 1V, V, and VL
An increased correlation between the measured ice load and
the icing intensity, and less noise, may be achieved by using
the average ice load per minute, instead of the current solution
using the last ten second average reading.

The highest correlation coefficient between the HoloOptics
values and calculated icing rate (based on MVD/LWC values
from the CDP) was 0.77 in Event II. In other events, the
correlation was below 0.5 and even zero (no correlation) in
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some. Accumulated ice on the instruments was likely the
leading cause for the non-correlation.

With the method mentioned in chapter II-B, the value of
icing intensity from O to 100 calculated from the HoloOptics
sensor should reflect the average icing intensity during the
observed minute if a measurement cycle of the sensor is one
minute or shorter. If the cycle is longer, the relation will
not work. A solution to this sample problem could be to
increase the heating effect of the HoloOptics sensor, thereby
decreasing the cycle time, or to find a different, faster method
to remove the ice from the sensor. Another solution may be
to use two or more sensors that work in parallel. When cycles
are overlapping, a higher temporal resolution can be achieved.

FE Analysis of Result using KNN

In the following comparison, the output calculated by
HoloOptics was used as a measure of the icing intensity. The
momentary values of ambient temperature, wind speed, LWC,
and MVD are used as input. The error is calculated as the mean
difference between estimated and measured output value, from
0 to 100.

In some cases, it may be equally important to know that
there is no icing. The false indication ratio (F.I. ratio) is the
number of values that are non-zero when they should be zero
according to the measurement divided with the number of
correct indications, i.e. when the value is non-zero when it
should be non-zero. Table III lists these results.

Training Test Data Absolute| F.I. Ratio
Input Error

Event IIT Event II 20.9 64/249 = 0.26
Event III+IV Event II 17.1 4/227 = 0.02
Event II Event III 21.9 38/117 = 0.33
Event II+IV Event III 22.2 12/78 = 0.15
Event II Event IV 34.5 499/101 = 4.94
Event IIT Event IV 30.9 1131/489 = 2.31
Event II+II1 Event IV 8.9 54/102 = 0.53

TABLE III: Error in estimated icing intensity (0-100) using
a KNN model depending on the amount of input. Absolute
Error is the mean absolute error in percentage points during
the tested event and F.I. ratio is the number of false indications
divided by the number of correct indications.

If Event II is used for training and Event IV is used for
testing, the KNN model results in a mean absolute error of
34.5 percentage points. The ratio of false indications is 4.94.
If Event III is used for training and applied to Event IV, the
error is 30.9 percentage points, and the false indications ratio
is 2.31. When both Event II and III are used for training, the
error in Event IV is only 8.9 percentage points and the false
indication ration decrease to 0.53.

In general, the more data used for training, the better the
model becomes at estimating other sequences, and the closer
the training data to the testing data in time, the better the
estimation.

This pattern was repeated when applied on Event V, VI,
and so on, although the result sometimes was less reliable as
the instruments were affected by accumulated ice and snow
in later events. If enough training data are collected, machine

learning algorithms can be used to create a model to estimate
the icing rate from a limited set of parameters.

G. Visual Verification of Icing Conditions

Visual observations were used to verify the presence of fog
or ice on the instruments. A heated video supervision camera
was placed approximately 20 metres from the measurement
station to give real-time images of the instrument status.
The images in Fig. 10 are taken during Event IV, 2018-11-
02. During ice accumulation, the visibility is very low, and
during nighttime, the lighting is limited to the built-in infrared
spotlight. Therefore, it is difficult to measure the exact volume
of ice on the instruments from these images.

Fig. 10: Sequence of images showing the icing on 2018-11-02.
From upper left to right, the first image is at 15:45, and the
next images are at 16:45 and 17:45. The lower left image is
taken at 18:45, the middle at 19:45, and the last image (bottom
right) at 09:05 the morning after.

H. Uncertainties in Droplet Measurement

While the droplet sizes can be measured with good accuracy
using shadowgraphy [12], the measurement volume is more
difficult to define. However, in a closer investigation of the
systematic difference [28], it was found that the resulting error,
on average, would not be more than four per cent with the
DII. A more likely error source would be the differences in
the aerodynamic shape of the instruments and the fact that the
CDP is designed for use with higher particle velocities. In the
field study [27], we could not find any of the expected cor-
relations between wind speed and difference in the measured
LWC. The cause of the systematic difference between the DII
and CDP is therefore still unknown.

Some of the known limitations and uncertainties of the CDP
should be mentioned. First of all, the most obvious is that
the CDP only measures droplets from 2 to 50 micrometres
in diameter. This study, as well as previous measurements,
shows that large droplets are common and will have a strong
impact on icing. The CDP only works correctly when the flow
of measured particles is perpendicular to its measuring laser
beam. This means that the unit needs to be directed towards the
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wind. If the wind direction varies faster than the motor can turn
the instrument, the measurement will be affected negatively.

There are also uncertainties in single-particle scattering
probes such as bin sizing uncertainty due to the Mie scattering
pattern, deviations from spherical particle shape, and particle
coincidence [40], [10].

1. Coincidence Errors

Coincidence errors may contribute to the 20 % to 25 % error
in MVD observed in previous studies [33]. Coincidence errors
occur when two particles interfere in one measurement and
the error increases with the number concentration of droplets.
Lance demonstrated that the coincidence error leads to a 90 %
bias in LWC at 400 cm ™3 from only 10 % bias at 100 cm 3.

The number concentration of droplets observed in Are by
the CDP during icing was frequently more than 600 cm 2 and
occasionally reached higher than 1000 cm 3. Therefore, the
LWC value based on the droplet observations by the CDP was
likely larger than the actual LWC. Instruments based on single-
particle measurement should consider high concentration.

Also, in measurements with varying concentrations, the
coincidence error should be higher than in measurements with
constant concentrations, given the same MVD and LWC.

V. CONCLUSIONS

The Makkonen model is suitable for estimating icing in
1-hour temporal resolution using in-situ measurements of
weather parameters. With a 1-minute temporal resolution, the
erosion/ablation needs to be modelled more accurately and
included.

A KNN model created from multivariate data analysis,
together with a heuristic model of erosion, can be used to
simulate the ice load from weather parameters with 1-minute
temporal resolution. By using a seven-hour long icing event
(Event II) to create the model of the icing intensity, the average
error is 21 percentage points when tested on a four-hour event
(Event III), and 35 percentage points when tested on a 31-
hour long, more complex event (Event IV). When both Event
IT and IIT were used for training, the error when the model
was tested on Event IV was only 8.9 percentage points and
the false indication ration decrease to 0.53. In other words,
the more data used for training, the better estimation.

Measurements of any kind are difficult in icing conditions,
and optical instruments are particularly sensitive. Electrically
powered heating is indispensable for keeping the optical parts
free from ice. Any moving parts are prone to failure.

The CDP can be used to measure the MVD and LWC in
most cases, but it requires to be directed towards the wind,
as well as an accurate and simultaneous measurement of the
wind speed. If the wind speed is very low or the direction
changes quickly, the measurement becomes unreliable. When
ice, water, or dirt comes into contact with the lenses, it
will affect the measurement, in particular, the LWC, as few
particles will be measured. It is difficult to verify its current
condition.

The DII, with its current physical design, is not suitable
for the strong icing conditions experienced at Areskutan. The

main problems are the snow that covers the inlet between the
two camera houses and cables breaking due to icing. Like the
CDP, it needs to be oriented in the direction of the wind. As in
previous studies, we noticed a systematic difference in LWC
between the CDP and DIL

Future measurements and development of icing models
should consider that a temporal resolution of one minute or
higher is needed to capture and understand the icing process.
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