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Abstract

Packet loss is an important parameter for dimensioning network links or traffic classes carrying IP telephony traffic. We present a model based on the Markov modulated Poisson process (MMPP) which calculates packet loss probabilities for a set of superpositioned voice input sources and the specified link properties. Packet level simulations show very good correspondence with the predictions of the model.

Our main contribution is the verification of the MMPP model with measurements in a laboratory environment. The loss rates predicted by the model are in general closer to the measured loss rates than to the loss rates obtained with simulation. The general conclusion is that the MMPP-based model is a tool well suited for dimensioning links carrying packetized voice in a system with limited buffer space.
Figure 1: The problem: dimensioning a link for voice sources in an IP network.

1 Introduction

Voice applications, such as telephony, have been used on the best effort service provided by the Internet for quite some time. Currently many telephone operators have advanced plans to use IP technology as a bearer also for the regular telephone service. This, however, requires that the IP network can provide service guarantees.

Quality of Service (QoS) issues are being addressed by many forums, committees and researchers. Research on IP QoS has concentrated on the issues of classifying, scheduling and admission of packets into a network. Less has been done on how to dimension an IP network carrying real time traffic.

This paper focuses on dimensioning IP network links intended to carry packetized telephony or voice calls. It is feasible that existing carriers would like to allocate a portion of their bandwidth for this service and through mechanisms like differentiated services [12] provide superior service for this kind of data and subsequently levy higher charges.

Our approach is to look at work done in both the ATM and traditional telephony communities as well as to use tools and simulators from the IP community to verify these ideas in an environment relevant for the Internet today. We have seen very little work which has taken this approach. The research community is divided into one of the two camps (but is changing as ATM and telephony people are more engaged in Internet research now).

Figure 1 illustrates the problem scenario we are addressing. A number of packet voice sources are multiplexed onto a link. The link has a limited amount of buffering which sometimes will result in the loss of packets with the obvious consequences on sound quality. With a link of a given bandwidth and a number of voice sources, what kind of quality could be expected if we ran 60 sources? What if we increased to 80—can we still expect adequate quality? How will we affect the system by changing the amount of buffering in the router?

We present a mathematical model based on a Markov modulated Poisson
process (MMPP) which can predict the packet loss probability. We first verify the model using the ns packet level simulator. The main contribution of this paper is the verification of the MMPP model with measurements in a lab network. These experiments show a very good correspondence between the loss rate predicted by the model and the loss rate measured in the lab.

The rest of the paper is organized as follows. After summarizing relevant related work in the next section, we present the MMPP-based mathematical model and the reasoning leading to this model in Section 3. Section 4 describes the parameters we used in the experiments. Sections 5 and 6 describe the ns simulations and the laboratory experiments, respectively. The experimental results are presented and discussed in Section 7 and the paper is concluded with Section 8.

2 Related work

Link dimensioning for voice has been a research topic for several decades in both academia and the telecommunications industry. Starting a little more than ten years back, the research focus has been on link dimensioning for ATM networks. Most of the results in the domain of ATM networks are also applicable in the domain of IP networks, since both are packet switching systems. The majority of the results from previous research is theoretical or results from simulations. Our research also has results from measurements of a real system.

Several approaches have been suggested in the literature to solve the problem of dimensioning links in packet switched networks. Anick, Mitra and Sondhi [3] study a multiplexer with infinite buffer with a stochastic fluid flow model but it is shown by Zheng [16] that this model only works for a multiplexer under heavy load. Tucker [17] studies a multiplexer with finite buffer using the fluid flow model, but it does not work well for a small buffer. Heffes and Lucantoni [8] uses a two-state Markov modulated Poisson process (MMPP) quite successfully to estimate the delay in a multiplexer with infinite buffer size. They suggest that the same approach for calculating the parameters of the MMPP can be used for a multiplexer with finite buffer size, but Nagarajan, Kurose and Towsley [11] show that this does not work in the case of finite buffer size. Instead, they develop a different method for finding the parameters of the MMPP. Baiocchi et al. [5] approximate the arrival process with a two-state MMPP and suggest a method called asymptotic matching for the calculation of the parameters of the MMPP. This approach is used by Andersson [1] together with a procedure to calculate the loss probabilities developed by Baiocchi, Melazzi and Roveri [4] to study
a multiplexer loaded with a superposition of voice sources.

3 Mathematical model

In this section we develop a mathematical model for dimensioning a link carrying voice traffic. We start with the arrival process of a single IP telephony source and proceed with the superposition of independent identically distributed sources. The sources are then multiplexed on a bottleneck link through a queue of limited size. A more detailed description of this model can be found in previous work by one of the authors [1]. The model is based on a model developed by Baiocchi, Melazzi and Roveri [4].

3.1 Single source properties

Most standard voice encodings have a fixed bit rate and a fixed packetization delay. They are thus producing a stream of fixed size packets. This packet stream is however only produced during talk-spurts—the voice coder sends no packets during silence periods.

The behavior of a single source is easily modeled by a simple on-off model (Figure 2). During talk-spurts (ON-periods), the model produces a stream of fixed size packets with fixed inter-arrival times $T$. Note that the first packet is produced one packet time after the start of an on-period. This is the result of the packetization—the voice coder has to collect voice samples before it can produce the first packet.

The number of packets in a talk-spurt, denoted with the stochastic variable $N$, is assumed to be geometrically distributed on the positive integers with mean $n$. This means that we can never have zero packets in a talk-spurt. This variant of the geometric distribution is sometimes called first success distribution (see for instance Gut [7, page 258]), and has the proba-
Figure 3: A single source approximated with exponentially distributed inter-arrivals.

probability function:

\[ P(N_b = k) = q p^{k-1}, \quad k = 1, 2, 3, \ldots \]  \hspace{1cm} (1)

where \( q \) represents the probability that a packet is the last one in a talk-spurt. This means that \( p = \frac{n-1}{n} \). This fact implies that the ON-periods have expectation value \( \alpha = nT \), where \( n \) is the expected value of the number of packets in a talk-spurt.

We assume that the OFF-periods are exponentially distributed with mean \( \beta \), which is well documented and discussed by Sriram and Whitt [15]. A voice source may be viewed as a two state birth-death process with birth rate \( \beta \) and death rate \( \alpha \). The OFF state represents the idle periods and the ON state represents the talk-spurts. While in a talk-spurt, packets are generated with a rate of \( \frac{1}{T} \) packets per second.

### 3.2 Approximating the single source

We have chosen to approximate the above model using exponentially distributed inter-arrival times with mean \( T \) instead of fixed inter-arrival times. The purpose of the approximation is to simplify the modeling of many sources.

We let \( \tau \in Exp(\frac{1}{T}) \) denote the stochastic variable which describes the inter-arrivals during talk-spurts, and \( N_b \) be the geometrically distributed stochastic variable with the probability function stated in Equation 1 with mean \( n \) describing the number of packets in a talk-spurt. Moreover \( \tau \) and \( N_b \) are assumed to be independent. It can be easily be shown that the ON-periods denoted \( U \) are exponentially distributed and that the mean length of a talk-spurt is the same as in the deterministic inter-arrival case \((nT)\). Figure 3 illustrates the behavior of a single source with exponentially distributed inter-arrivals.

As in the previous section the OFF-periods are assumed to be exponentially distributed with mean \( \beta \). Because of the exponentially distributed
inter-arrival times during a talk-spurt, the emission of packets during an ON-period can be regarded as a Poisson process with intensity $T$. We can use the two state birth-death process to describe the packet generation with one state representing the idle periods and the other state representing the talk-spurts where packets are generated as a Poisson process with intensity $T$.

3.3 The superposition of independent voice sources

The superposition of voice sources can be viewed as a birth-death process where the states represent the number of sources that are currently in the ON-state. Here state $i$ represents that $i$ sources are active in a talk-spurt. We refer to the birth-death process as the phase process $J(t)$. The birth rate is given by the mean of the exponentially distributed idle periods, and we denote the mean as $\frac{1}{\beta}$. The death rate is determined by the mean of duration of the talk-spurts and is denoted $\frac{1}{\alpha}$. The probability $p_{on}$ that a source is on is given by:

$$p_{on} = \frac{\alpha}{\alpha + \beta}.$$  

3.4 Markov modulated Poisson process

The Markov modulated Poisson process (MMPP) is a widely used tool for analysis of tele-traffic models (see, e.g., Heffes and Lucantoni [8]). It describes the superposition of sources of the type described in Section 3.2. When the phase process is in state $i$, $i$ sources are on. The model graph of the MMPP is shown in Figure 4. The superposition of Poisson processes is also a Poisson process. We can therefore simply add the intensities of the sources that are currently in a talk-spurt and receive a new Poisson process for the superposition.
Figure 5: $k$-interval squared coefficient of variation curves for superposition of $N$ voice sources.

To validate the accuracy of approximating with a MMPP process, we calculated the index of dispersion of intervals (IDI) using a formula from Sriram and Whitt [15]. The IDI, also called the squared coefficient of variation, gives us some measure of how similar the traffic is in terms of burstiness. A value of 1 shows the traffic is as bursty as Poisson traffic, whereas a value as 18 is the burstiness of a single voice source. The high value accounts for the fact that the source is indeed bursty. The time period under which one observes this behavior is very important.

Figure 5 shows $c_{kN}^2$, the IDI, versus $k$ for $k$ between 1 and 2000 and the number of sources, $N$, equal to 1, 10, 60 and 130. As a reference we have added the value of $c_{kN}^2$ for a Poisson process. Data was obtained from simulations using a Matlab program. The solid line shows the $c_{kN}^2$ for sources with deterministic inter-arrival times between packets during a talk-spurt, and the dashed lines show the $c_{kN}^2$ for sources with exponentially distributed inter-arrival times, i.e., the MMPP approximation.

We see in the figure that the two descriptions of a single source behave in a similar way when they are superpositioned. The figure also shows that the superpositioned arrival process behaves as a Poisson process if we look at it for a short instant of time but it is much burstier if we study it over a longer period of time.
3.5 The multiplexer: MMPP/D/1/K queue

The arrival process described by the MMPP model is fed into a simple D/1/K queue. It is deterministic, has a single FIFO server and a buffer size (waiting room) which we vary. This kind of model is described in detail by Baiocchi et al. [4, 5]. We use their method and formulas for calculating the loss probability.

4 Parameter values

We used the following parameters to run the MMPP model, simulations and lab experiments:

- 32kb/s ADPCM voice encoding with 16ms packet inter-arrival time, which results in 64 bytes of voice payload per packet

- A protocol header overhead consisting of 12 bytes for RTP, 8 bytes UDP and 20 bytes IP. We do not include any link layer headers. The resulting total packet size is 104 bytes, and the resulting bit rate is 52kb/s.

- The number of successive packets in one talk-spurt is geometrically distributed on the positive integers with a mean of 22, which results in a mean talk-spurt length of 352ms. The idle time between two successive bursts is exponentially distributed with a mean of 650ms. The resulting average fraction of time a source is in a talk-spurt is 0.351.

- The bottleneck is a T1 link with a bandwidth of 1.536 Mb/s.

These values coincide with Sriram and Whitt [15] as well as our own previous work by Zheng [16] and Andersson [1], except that we in this paper include protocol header overhead for the RTP/UDP/IP protocol stack.

Figure 6 shows loss curves computed with the MMPP model for a sample set of buffer sizes. The next steps are to compare these loss probabilities from the model with results from ns simulations and measurements from a lab network.

4.1 Load

We use between 60 and 80 sources to load the link. To define a load that is independent of the link bandwidth the load factor, or $\lambda$, is used in the
Figure 6: Loss probabilities computed with the MMPP model.

<table>
<thead>
<tr>
<th>Sources (N)</th>
<th>Load (λ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>29</td>
<td>34.5%</td>
</tr>
<tr>
<td>60</td>
<td>71.4%</td>
</tr>
<tr>
<td>80</td>
<td>95.3%</td>
</tr>
<tr>
<td>84</td>
<td>98%</td>
</tr>
</tbody>
</table>

Table 1: Network load for a number of sources.

\[
Load (\lambda) = \frac{N \times P_{on} \times Rate_{peak}}{C}
\]

where \( N \) is number of sources, \( C \) is the link capacity, \( P_{on} \) is the probability that the source is on and \( Rate_{peak} \) speaks for itself. Table 1 shows loads for different numbers of sources. We decided to run between 60 and 80 sources as 84 sources is where the mean bandwidth of the sources equals to the bandwidth of the link. The peak allocation is as low as 29 sources (100% utilization when \( P_{on} = 1 \)) so taking advantage of the probability that a source is off yields much higher link utilization.

### 4.2 Buffer size

We have chosen to simulate a multiplexer with an output link capacity of 1,536 Mb/s and buffer sizes ranging from 2 to 100 packets. With this choice of parameters we introduce a maximum queuing delay of 54 ms in the buffer. According to ITU recommendation G.114 [9] a delay of 0-150 ms acceptable for telephony, between 150 and 400 ms can also be acceptable, but over 400 ms
is not. The total acceptable delay must be divided into a delay budget for each node in the path between the sender and receiver. If the path has 15 hops, and half of the delay budget can be allocated to queuing delay, then we get 13.3 ms per hop. This translates to approximately 24 buffers per hop. For higher bandwidth links, the queuing delay per buffered packet decreases inversely proportional to the bandwidth.

5 ns simulation

We used ns-2 [6], a packet level simulator to verify the MMPP model. Figure 1 shows the topology used in the simulations and Figure 7 the Tcl code that is used to start “agents”. They are constant rate sources, denoted by “CBR/UDP”. Traffic/Expo0 generates traffic based on an exponential on/off distribution with the parameters specified in the next four lines. Each CBR source \$i uses a different random number seed, hence the sources will start independently of each other.

The simulation should run long enough for the system to reach steady state, ideally the system should be run for an infinite amount of time, however this is not practical due to time and resource constraints. A reasonable tradeoff is to use a simulated time of 1000 seconds in both the simulation and the lab experiments. 1000 seconds with an interval of 16 ms generates 22000 packets per source and 1.32 million packets for 60 sources or 1.76 million for 80 sources.

6 Lab network measurements

6.1 Topology

Figure 8 shows the experimental setup. A single machine acts as a traffic generator and emulates several IP Telephony 'calls' multiplexed together.
Figure 8: Topology for Laboratory. The outgoing interface of the router is also connected to the sink.

The traffic is then sent on a shared 100 Mb/s Ethernet and received by two hosts: (1) a machine configured as a router; (2) a sink machine for measurement purposes. An outgoing link of the router is connected to the sink. In this configuration the traffic is emitted by the generator, passes through the router and is received by the sink. Since the sink can observe the packets before it enters the router, it can directly compare latency and loss of each individual packet. The outgoing link of the router is constrained to 1.536 Mb/s using Dummynet [13] which is explained in the next section. All the machines in the experiment were running FreeBSD 3.4.

6.2 Dummynet

Dummynet is a link emulator which allows arbitrary bandwidths and latencies to be specified. It is often used for emulating a slower link than what is physically available. Buffer sizes can be set for a given link and loss rates set to emulate the effect of lossy links. It is possible to create the illusion for TCP/UDP and IP that the link is like a WAN rather than a LAN. We are primarily interested in the lower bandwidth and configurable queue sizes. We modified the output functionality slightly to enable simpler calculation of the total number of packets received as well as the drop rate. Recording the total number of packets received gives us an additional check if the traffic generator or any system component lost/dropped packets during the experiment. The total number of sent packets remained the same for a given source count and can be checked with the output of the traffic generator. It is trivial with a script to divide the loss by the total number of packets to obtain the loss rate.
6.3 Packet capture

To verify the loss rate we gathered the packets on the sink machine via a program that we developed\(^1\) using the Berkeley Packet Filter [10]. Figure 8 shows that the output of the generator is attached directly to the sink machine as well as the outgoing link of the router. This enables us to capture all the packets and the ones not dropped by the router. A simple difference between the two should verify the loss rate reported by Dummynet. Our bpf program captures packets with a specific destination and port, and prints the time of arrival, RTP src and seq fields.

6.4 Traffic generator

The idea of the traffic generator is to create a sequence of packets that resemble many individual IP telephony calls multiplexed together. Furthermore, it should perform this job as accurately as possible with each packet emerging with a given deadline.

6.4.1 Trace file generation and playback

In order to be able to repeat experiments, we first pre-calculate the sending times of the packets and generate trace files. These files are then fed into the traffic generator which sends packets according to the trace. The trace files also allow us to test our setup to see if packets were being generated at the right times (such as inter-arrival times and sequence). The files are generated on a per source basis. The average length of a burst is calculated as shown in Equation 2.

\[
\text{burst length} = \text{rand} \left( \frac{P_{on}}{\text{interval}} \right)
\]

The C-code for the rand function is shown in Figure 9. Using the logarithm of the random variable generates burst lengths which are exponentially distributed.

The same calculation is applied for the idle (with \(P_{off}\)) period. The result is (reading vertically for each source) an exponentially distributed series of ON and OFF sequences with a mean ON of 0.351 seconds, OFF of 0.65 seconds which results in a burst length of 22 packets. An example of a trace file\(^2\) with ten sources is shown in Figure 10. The file shows for each time step

\(^1\)Not tcpdump. We wrote our own kernel filter to extract the packets we wanted as well as a user space program to output headers from 2 interfaces simultaneously.

\(^2\)Actually it is converted into a binary format for more compact representation
#define INVERSE_M ((double) 4.666128200e-10) /* little number */

int calc_length(double burstlen) {
  double rand, logvalue;

  rand = INVERSE_M * random();
  logvalue = burstlen * -log(rand);

  return ((int)(logvalue + 0.5));
}

Figure 9: C code to “randomize” a burst length

<table>
<thead>
<tr>
<th>source</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>time</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 10: Traffic generator trace file.

(in this case 16 ms) which of the 10 sources are on or off. In the example, sources 1, 3, 5, 7 and 9 sends packets in the first time step. The traces of one source can be followed by reading a column downwards. Source 2, for example, sends no packet in the first timestep, but then sends a packet in each of the succeeding steps.

If there are n sources, each timestep is further subdivided into n sub steps. Each sub step defines the sending interval for each source. For example, with ten sources and a time step of 16 ms starting at t, source 0 sends its packet within [t, t + 1.6]; source 1 sends within [t + 1.6, t + 3.2], etc. If a source does not send its packets within its interval, it is said to miss its deadline. Packets that miss their deadline are recorded by the generator and printed when the run has completed as well as the largest value by which a packet was delayed.

So for the trace file above, the first steps of a packet sequence is shown in Figure 11. The sending of each packet is depicted as a horizontal interval, corresponding to the entering and leaving of the send system call, respectively. In the picture, the packets of source 5 and 7 missed their deadlines. The actual sending time on the link can be measured by an external mechanism, such as the packet capture program described previously.
Figure 11: Traffic generator sending times

Figure 12: IDI curves for superposition of 75 sources

6.4.2 Trace file verification

As a simple test for a trace file of 220000 packets we obtained values 36.9\% for the on time, 63.1\% for the off time by simply counting the ones and zeros in one column of the file. The mean number of packets in a burst equaled 22.5. Using the trace files turned out to be more useful than we first expected, despite the performance gains of replaying pre-calculated files they also allowed us to test the performance of our traffic generator (setting all the sources on), cross check parameters as just stated as well as generating special sequences for analyzing queue behavior.

6.4.3 Traffic generator verification

We calculated the index of disperson of intervals, or IDI (see Section 3.4), also for the lab traffic generator. In Figure 12 we can see that the simulation and lab traffic generator produce similar types of traffic. The larger the observation time the more skewed the traffic is. One voice source is equal to about 18.1 also a value is given for a Poisson sources. The graphs show the result of a trace which was 10000 simulated seconds, resulting in 17.3 million
packets for the lab and 16.3 for the simulation.

The traffic generator was also tested to ensure that the machine on
which we run it was capable of outputting packets as close to their deadlines
as possible.

7 Results

In this section we present and discuss the results from the MMPP model,
the ns simulations and the measurement in the lab network. Recall from
Section 4 that in all three cases we used the 32kb/s ADPCM voice encoding
with 16ms packetization. This results in 64 bytes of voice payload in each
packet and a total packet size of 104 bytes including the RTP, UDP and IP
protocol headers.

The first set of graphs in Figure 13 plots the packet loss probability as a
function of the number of buffers. The top graphs are for 65 sources and the
bottom are for 80 sources. The left graphs are with a linear loss scale and
the right are with logarithmic loss scale. We can see in these graphs that
Figure 14: Loss probability as a function of the number of sources – 3, 5, 10 and 40 buffers.

both the MMPP model results and the ns simulations in general compare well with the measurements in the lab. The exception is for very small buffer sizes and when the loss rate is small. The MMPP model is most of the time closer to the lab measurements than the ns simulations are, which is an interesting result. The ns simulations consistently show the lowest loss rates for more than 7–8 buffers. We analyzed the output from the traffic generators in ns and in the lab to try to come up with an explanation. We found that there is a small difference in mean total rate between the two that can explain the difference in loss rate.

The second set of graphs presented in Figure 14 plots the packet loss probability as a function of the number of voice sources for four different buffer lengths measured in packets. These buffer lengths correspond to a maximum queuing delay of 1.6, 2.7, 5.4 and 21.7 ms, respectively. We immediately see that the relationship between the number of sources and loss rate is close to linear for few buffers, but far from linear for many buffers. Visual observation suggests an exponential relationship. In the region above 10 buffers, the lab measurements often has the highest loss rate. Below about 10 buffers, the lab measurements have the lowest loss rate.
One interesting detail is that for very small buffers, the loss curve obtained in the ns simulation is shifted one buffer to the right in the plots. Even though we have gone to great lengths in ensuring that the three environments have identical properties, there are nevertheless subtle differences that can explain discrepancies like this.

One obvious difference in the models we used is that the bandwidth offered by Dummynet is not exactly the same as in ns. Using netperf we found there to be about a 3% difference between what netperf and dummynet report as their measured and configured bandwidths respectively. Perhaps more subtle and not so obvious is the amount of buffering in the system, in ns we simply state the buffer size in packets (between 2 and 100). In a real system this is much harder to calculate as buffers exist in many places in the system, for example in the queue between the Ethernet driver and ip_input() routine on the input side. Ethernet cards can also buffer packets on the output side. This is the default configuration as most Ethernet cards are used on host systems where this is not an issue. Nevertheless, the buffering in a real system is probably larger than the simulation and maybe account for differences in the systems under comparison.

8 Conclusions and future work

We have studied the packet loss behavior when a number of homogeneous voice sources are multiplexed onto a bottleneck link. The goal is to find an accurate mathematical model which can be used to dimension the link.

We have implemented a mathematical model based on a Markov modulated Poisson process (MMPP) in Matlab. The model was compared with both simulations using ns and measurements in a lab environment. The comparison shows that the model in general predicts the loss rate well. The exceptions are for small loss rates in some cases. An interesting result is that most of the time the model predicts the loss rate better than the simulations in ns. This result once more proves that the only way to reliably verify a model is to make measurements of a real system.

We found that the relationship between the load and loss rate is close to linear for few buffers (around three), but looks exponential for many (10 and above) buffers.

The general conclusion is that the MMPP-based model is well suited for predicting loss rates for superpositioned voice sources in a system with limited buffer space. The mathematical model is an important tool for conveniently dimensioning network links. The lab environment is constrained to physical limits as well as finite resources where the model is clearly not.
Running a lab experiment consumes resources and time. A plot such as one shown in Figure 13 takes 12 hours to run in the lab, 2 hours when simulated whereas the model consumes only about 10 minutes as well as considerably less physical resources\(^3\).

There are a number of further work items that we are currently addressing. The maximum delay is bounded by the buffer length in the system studied in this paper, but what is the resulting mean delay? We are experimenting with higher bandwidth links. One challenge is to accurately generate enough sources. The next step is to measure a system which has multiple traffic classes in the style of diffserv [12]. How does different queue scheduling algorithms affect the dimensioning of traffic classes? Can the MMPP model presented in this paper be used to describe the loss and delay properties of a traffic class? The ongoing work can be found at a web page\(^4\) which has information about current experiments as well as data which was not directly relevant for this paper.
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